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Introduction

- Today Education has shifted from traditional learning style to
Online. With this sudden shift many group of people
encountered some problems.

* Online Learning for Hearing-impaired was a major problem.

* The Education sector needed a proper solution for hearing-

impaired people to continue their learning.
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Research

Implementing a learning environment which can be used by

Hearing impaired students as well as tutors.
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Objective

Objectives

- Enhancing the low-light videos and providing subtitles or
Transcription in real time.

* Using the Transcription and generating sign language
interpretation.

* Students clear doubts using sign language which can be converted
into meaningful sentences.
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Methodology

The proposed LMS is divided into some main components
- Enhancing uploaded video and producing caption for video content.
* Converting the captioned text to sign-language.

* Converting the Hearing-impaired student’s video to meaningful
text.

* Detecting user motion and analyzing the sign-language gesture for
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Business Potential

|::|OJ /> “‘

Provide as SaaS with one Can monetize the website A Freemium plan.
time subscription. using advertisements
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Future Scope

Can be developed for other sign languages.

Can be developed for omni-platform.
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Gantt Chart

Task Name Timeline

‘ Project Initiation

Evalation

Topic Assessment form

Charter

Proposal Draft

‘Proposal Presentation

Project Phase

Syztem Planning

Collecting Required Data

Colomtine Al

Implementation Phase

Video Management

Signlanguage to Text

Text to Sign-lanzuage

Testing Phasze and Evaluation

Testing

Final Evaloation
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Research

- Implementing low light algorithm for normal light images result

in over exposed bright images.

IT18144772 - Niroshan K.
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Objective

Main Objective

- Enhance the uploaded video and provide captions or transcripts for them.

Sub Objective

Automated Video Enhancement

* Use an algorithm to identify low light videos.

- Enhance the low light videos and reduce the noise in them

Automated Captioning

 Extracting Audio from the video content.

IT18144772 - Niroshan K.



w

HSLIT
# FACULTY OF COMPUTING

Methodology

* Construct cumulative intensity histogram for the image or

frame of a video.

- Identify a threshold to differentiate low-light images and

normal light images.

- Create an algorithm which can intelligently identify the low

light images and normal light images separately.

* Use Low light enhancement techniques to improve the

intensiti low-light images and
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Methodology

* For Automated Captioning, Audio is extracted from the video.

* Google's Speech-to-Text model will be used to extract the text output of
the speech.

* Select an accurate timestamp to divide the transcript into individual
sentences.

TESTING

special low-light vide using webcam

IT18144772 - Niroshan K.
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Completion of Project

Enhancement Technique

+ Initially Creating cumulative intensity histograms for images

CDF linput Image) CDF (input Image)
1

IT18144772 - Niroshan K.
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Completion of Project

Enhancement Technique

* Identifying a threshold value to separate the low light images from normal
light images.

Thresholding value to identify low light frames

60000 A

In [125]: threshold = 103
50000

100 150
Intensity Value

Tonal Range 0-255
0 17 51 119 204 238 255

IT18144772 - Niroshan K.
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Completion of Project

Enhancement Technique

- Implementing the algorithm to identify low-light images and normal light

images. Normal light image

CDF {input Image)

IT18144772 - Niroshan K.
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Completion of Project

Enhancement Technique

CDF (input image)

IT18144772 - Niroshan K.
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Completion of Project

Enhancement Technique

- Enhancing low light images using the Gamma
correction technique.

This algorithm is then adopted for Videos.

IT18144772 - Niroshan K.


../Development/PP1/low_light_videoEnhancement/output
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Completion of Project

Captioning Technique

» Audio File is extracted from the video file
- Transcription is generated using the Google STT model

- Algorithm for transcription to divided into sentences of 6 words using timestamps.

- Average time to read a word is taken as 0.5s [4].

IT18144772 - Niroshan K.
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Completion of Project

Failed Attempts

- Enhancing low light images using
histogram equalization produces
high noise in the image.

* Using gamma correction for videos
in HSV format destroyed the low light

parts of the video.

B onginal

IT18144772 - Niroshan K.


../Development/PP1/fails/output/gamma_failed_try.mp4
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Gantt Chart

Task Name
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* Working on Backend Services

* Working on Front End

IT18144772 - Niroshan K.
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Sample User Interface

D:/BSc/Ath%: ar [Research/Development/dem Ofront/index.html

Tutor Upload

Upload Video

‘Details 2 Captioning 3 Done

Choose File to Upload:
Choose File | final. mp4

Title

Introduction to Numbers
Select Course

Maths
Description

This lesson will teach you the all the basics about the numbers

» 0:00/0:26

@ Finished Processing
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Technology & Tool Selection

Technologies

- Image/Video Processing

* Speech Recognition c 0
Tools

OpenCV

* ForVideo Processing— OpenCYV, Skimage

* For Speech Recognition- GCP STT

IT18144772 - Niroshan K.
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Research

* Understanding the study content through the usual lecture videos in
the LMS is difficult for the hearing-impaired students.

- Therefore, it is required that an automated mechanism for translation
to sign language is developed.

* The module for translation will help hearing disabled people to
understand in an efficient and easy way by providing them with a video
to convey them the message of text.

How helpful if the lectures happen in sign language? 1-Not helpful 5-very much helful
70 responses

IT18069600 — Accash R.
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Objective

Main Objective

* Converting lecture videos into sign language through the video captions (text) using
Natural Language Processing technique.

Sub Objective

* Perform a complete analysis of the most used sign language which will be helpful to
implement in the system.

* Design a user-friendly system to improve user interaction and user experience.

IT18069600 — Accash R.
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Methodology

1. Iused MS-ASL to download the video clips of each and every word.

2. The video clips of sign languages for each words will be found online and
downloaded. They will be manually labelled and sorted.

3. The algorithm design will take place. Here,

4. a parser will be used to parse the English text.
* The sentences will be reordered based on the ASL grammar rules.
* An eliminator will be used for stop words removal. !
emming will be done for ot words and rep g th

IT18069600 — Accash R.
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Methodology

> Video conversion

In this final step, the ASL transformed text will be made to find matches from the
downloaded video data set available for each word, using its label.

Then, a set of videos will be displayed as a sequence on the screen, representing
the captions of the lecture video.

IT18069600 — Accash R.
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Project Requirements

Functional requirements

» Converting the extracted text / captions to the sign language.

Non-Functional requirements

» Less manual work to translate into sign language.

~Take less time to covert text to the sign language. —

IT18069600 — Accash R.
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Technology & Tool Selection

Technologies

* Natural Language Processing

Tools

* Natural Language Processing - NLTK
* For version controlling — GitLab

t Management — MS Pl

IT18069600 — Accash R.
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Completion of project

C (O 127.0.0.1:5500/templates/index.html Q2 Ye = Not syncing s
8

Lecture

> 0:01/352 D r3 : » 001/0:18

Lecture video American Sign Language
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Completion of project

java_path “C:\\Program Files\\Java\\jdk-13.0.1\\bin\\java.exe"
os.environ[ 'JAVAHOME'] = java_path

for each in range(1l, len(sys.argv)):

inputString += sys.argv[each]
inputString += " "

inputString "I am going to School to do my Presentation tomorrow."

parser = StanfordParser(
model_path='D:/accash/stanford-parser-full-2015-12-09/edu/stanford/nlp/models/lexparser/englishPCFG.ser.gz')

o0 = parser.parse(inputString.split())

englishtree = [tree for tree in parser.parse(inputString.split())]
parsetree = englishtree[0]

dict = {}

A o | : ~ IT18069600 - AccashR.
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(NP (PRP$ my) (NNP Presentation) (NN tomorrow.))

school present tomorrow. go
PS D:\accash> []
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Future work

* Working on Backend Services

* Working on Front End

IT18069600 — Accash R.



BASLIT
Wi FACULTY OF COMPUTING

Gantt Chart - Function

IT18069600 — Accash R.
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Introduction

* Hearing-impaired students want to communicate with othezrs.
- Hearing-impaired can ask a question and clarify with the tutor.

* Deaf and dumb students can overcome their education issues and,

all students encourage to follow their education.

Is it useful if the hearing-impaired students can clear their doubts using sign language?

68 responses

IT18068610 — Pirathikaran.V
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Research Gap & Problem

* Students who are deaf and dumb have not yet fully utilized ways to
voice their doubts.

- Two-way communication is not yet in use in e-learning platform.

Paper Tasks Limitation Our system

“ Using Two-way hand gesture Developed but Not accuracy Yes
Accuracy level High
Sign language gestures detect word Only detect Letters and Numbers Yes
“ Detect word and letters also
: “ Make Two way communication Developed but Cannot used in e-Learning Platform Yes
. We using two way communication
“ Easy to use Only using glove can detect sign language Yes
Without glove using video only

IT18068610 — Pirathikaran.V
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Research Gap & Problem

* A tutor cannot understand sign language.

* Deaf and dumb student only way to communicate with ordinary people
through sign language.

- Each country has unique sign languages. ‘ .

J

Hearing Impaired Normal Person

IT18068610 — Pirathikaran.V
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Objective

Main Objective
* Recognize sign language and convert it into Text.

Sub Objective

Do the preprocessing video and get frame by frame.

Removal of background and objects a
Convert Image in binary form.

Feature Extraction

IT18068610 — Pirathikaran.V
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Methodology

* Taking input video and do the video pre-processing.
* In the pre-processing video convert into frame by frame
* Adjust contrast

- Image resize

- Image background and object removal
- Image into binary form

Feature Extraction

IT18068610 — Pirathikaran.V
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Project Requirements

Functional requirements

» Converting sign language into text and fine-tune.

Non-Functional requirements

» Less manual work to translate sign language.

ke less time to covert th

IT18068610 — Pirathikaran.V
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Technology & Tool Selection

Technologies

n

* Video Processing

CO

OpenCV

Tools

ideo Processing— OpenCV

IT18068610 — Pirathikaran.V



Bl SLUT
Wi FACULTY OF COMPUTING

Completion of the project

Pre processing

Resize Image
Find skin color area

Hide face

IT18068610 — Pirathikaran.V
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Failed attempts

VIS ASL data set not accurate

Model accurancy

In [18@]: cr = sklearn.metrics.classification_report(y test,y pred test,output dict=True)
pd.DataFrame(cr).T

out[180]: precision recall fi-score support
book 1.0 1.0 1.0 20.0

boring 1.0 1.0 1.0 17.0

easter 1.0 1.0 1.0 26.0

fail 1.0 1.0 1.0 21.0

germany 1.0 10 1.0 12.0

library 1.0 1.0 1.0 330

like 1.0 1.0 1.0 14.0

phone 1.0 1.0 1.0 31.0

signlanguage 1.0 1.0 1.0 23.0
accuracy 1.0 1.0 1.0 1.0
macro avg 1.0 1.0 1.0 197.0
weighted avg 1.0 1.0 1.0 197.0

In [179]: metrics.cohen_kappa score(y_test,y pred test)

out[179]: 1.

IT18068610 — Pirathikaran.V
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Completion of the project

Own dataset

IT18068610 — Pirathikaran.V
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Labelling

Completion of the project

In [21]:

out[21]:

In [22]:

data[ 'data’].shape

(486, 200, 200, 3)

plt.figure(figsize=(12,6))

for i,c in enumerate(data['labels']):

index=data[ 'target'].index(c)
img=data[ 'data’ ][index]

plt.subplot(3,10,i+1)
plt.imshow(img)
plt.xticks([]), plt.yticks([])
plt.title(c)

plt.show()

resizehome resizewhat resizewhen resizeno resizehow resizewhere resizeyes resizewhich resizehelp resizedrink

11388 .N80

IT18068610 — Pirathikaran.V
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Completion of the project

Model create and Training

Model Evaluation

mn [17]: plt.barh(labels,prob_value)

g . - . plt.grid()
In [41]: cr = sklearn.metrics.classification report(y test,y pred test,output dict=True) gras
pd.DataFrame(cr).T
resizeyes
out[41]: precision recall fl-score support e
resizewhere
resizedrink  1.000000 1.000000 1.000000  5.000000 resizewhen
resizehelp 1.000000 1.000000 1.000000 15.000000 ooy
esizeno
resizehome 0.500000 0.200000 0285714 5000000 resizehow
resizehow 0.750000 1.000000 0.857143  6.000000 ratzehome
resizehelp
resizeno 0636364 0.700000 0.666667 10.000000 teaci ki
resizewhat 0857143 (923077 0888880 13.000000 0.0 01 02 03 04 05 06 07

resizewhen 0928571 0866667 0.896552 15.000000
. In [18]: # top five probabilty values
resizewhere 0.800000 0.800000 0.800000 10.000000 top_5_prob_ind = prob_value.argsort()[::-1][:5]

resizewhich 0.800000 0923077 0.857143 13.000000

T 19]: top_5_prob_ind
resizeyes 0500000 0.333333 0400000 6.000000 wilagd P_>_Pprob_

out[19]: arra 2, 6, 3, 5, 7 dtype=intea
accuracy 0826531 0826531 0.826531  0.826531 (18] WELSs B 3 2 Wy 9P )

macro avg 0.777208 0.774615 0.765211 98.000000 In [20]: top_labels = labels[top 5 _prob_ind]
. top_prob = prob_value[top S _prob_ind]
weighted avg 0814644 0826531 0.814130 938.000000
In [21]: top_prob,top _labels

In [42]: metrics.cohen_kappa_score(y_test,y pred_test) out[21]: (array([©.74374656, ©0.03406137, ©.03361478, ©.03219125, 0.03138241]),
. array(['resizehome’', 'resizewhen', 'resizehow', 'resizewhat’,
Out[42]: ©.8034218289085546 '‘resizewhere'], dtype='<uil'))

IT18068610 — Pirathikaran.V
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Completion of the project

Website using Flask uploading image
8 j

Forum

IT18068610 — Pirathikaran.V
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Future works

Preprocessing increase accuracy level
*Flask app upload video
*Fine tune the text

Complete forum page

IT18068610 — Pirathikaran.V
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FUNCTION
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DOWN
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Recognize hand gestures on student video and convert them into
text and fine-tune the text.

System Testing

Platform
modification
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Gantt Chart - Function
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Introduction

Are you familiar with Sign Language?

* Are people willing to learn

67 responses

sign language?
- Use LMS to teach sign language.

* User friendly feature.

* Quality video content

Are you willing to learn Sign Language?

\ 281%

64 responses

- Low-resolution laptop webcams

IT18152074 - Sangeeth Raj A
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Research Questions

1. What are the current trending software used for motion detection?

2. What design aspects have been considered when designing LIMS
for hearing impaired community?

. What ML technologies to be used?
. What algorithms to be used to analyze user data?

. What is the source of dataset?

3
4
5
6

- Will dataset be used effectively in training and testing?

IT18152074 - Sangeeth Raj A
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Research Gap & Problem

Research Problem

* There is no LMS on teaching sign language.

* The sign language tutors are lack of knowledge in teaching

online platform.

- Lack of dataset for sign language.

IT18152074 - Sangeeth Raj A
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Research Gap & Problem

Research Gap

- Algorithms used in hand gesture detection has limitations.

* Mostly research are done on hand gesture in image dataset.

* Increase the high mean accuracy in detection.

Features Finger-Earth Superpixel-Based Recognizing Our Solution
Mover's Distance Hand Gesture Chinese Sign
[2] Recognition [2] Language Based
on Deep Neural
Network[1]
Achieve accuracy v v v
in detection

Fast recognition
speed in analyzing

Achieve high mean
accuracy in
detection

IT18152074 - Sangeeth Raj A
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Objective

Main Objective
* Detecting the user’s motion and analyses motion whether it is similar with the system.

Sub Objective

* Feeding the system with tutorial of the module(dataset).

Providing correct instruction to user and to follow.

Getting optimized video from the user(800x600pixel).

Detect the user’s motion using TensorFlow.

ether the dataset is accur

IT18152074 - Sangeeth Raj A
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Function
Overview

Preprocessing |

get user input

—==

Compufer/ Lap

(“' ? interact with system % online video ||
User

webcam

NO

(Reguest to repeat the task)

convert video to frame image

Testing motion

Accuracy f ; get result
motion?

compare data set

Training Model

Annotate hand gesture

sen;Jto ML model

YES
(saving progrelss of the user)

l- l send success message E

sond 1o nexd sk

v

save progress:

resize image
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Methodology

Annotate Hand Gesture
« TensorFlow model trainer and Faster RCNN configuration.

 Using low-resolution images for training ML.
1) Faster training
2) Storage efficiency
3) Low latency network connections (low internet speed)

« Images are converted into CSV for train and test image datasets.
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Methodology

Image Classification

* Implement ML model with Convolutional Neural Networks(CNN).
« Using ‘Keras' library to build a CNN model.
- Dataset alphabet of American sign language.
*  Minimum 500-1000 images per class to train.

+ Image going through different stage in CNN classifier
1) Convolutional Layer
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Project Requirements

Functional Requirements
» Analyze user hand gestures effectively and correctly.

» Analyze user knowledge on learning.

Non-Functional Requirements
» Giving accurate result of user’s hand gestures without further ado

» High mean accuracy of detection and analyze motion
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Technology & Tool Selection
K [

TensorFlow

* Annotate Hand Gesture

- Image Classifier

Tools

 Annotate Hand Gesture — TensorFlow, Fast RCNN

- Image Classifier — Python Keras, CNN

v
sen

Planner
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ompletion of the projec

Labeling

CARESEARCH\TextO 1\ Ternsorfl ow\wovkspace\images\collectodimag « (& Search fo I

8 CARESEARCH\TestO1\Tensa

<?xml version="1.0"?>
<annotation>
<folder>A</oldor>
<flename>A2.Jpe</Nennme>
<path>C:\RESEARCH\Test01\Tensorflow\worksp \images\signi
<eOurce >
<database >Unknown < /database >
</source>
<size>
<width>200</width>
<height>200</height >
<depth>3</dopth>
</alze>
<segmented >0</sagmented >
<object>
<name>A</name>
<pose >Unspecified < /pose >
<truncated>0</truncated >
<difficult>0</difficult >
<bndbox>
<XIMN>S4</xmin >
<ymin>28</ymin>
<xmax>139</xmax>
<ymax>114</ymax>
</bndbox >
</object>
</annotation>

ges\A\A2.jpg</path>
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Completion of the project

Identify Skin tone
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Completion of the project

Train Model

- Annotate Hand Gesture -

TensorFlow, Fast RCNN

- Image Classifier - Python

Keras, CNN
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Completion of the project

Testing Model

* Model trained with

alphabet and digits

§

;
i

* Test with random sign in

E
'
¥

1
;

low light environment
with webcam(USB2.0 VGA
UvoO)

e
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Completion of the project

Hand Gesture Threshold CNN | Identified Symbol
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Completion of Project

O oW o) Bl Rl Bal Ral Bal
* Build model using TensorFlow : : : : : ‘
tf2 detection zoo, and train model - ' . '.‘ . - 1 . r| . r‘ . '| .
with own dataset. > > ' o

2l Ral Bal Bal Bal Ral
2l Ll Lal Ral Bl el

"I IR "I IR
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Completion of Project

User Intexface

Instruction Video Recording

A child can also acquire hearing loss at a young
age due to a middle ear infection, a serious
head injury, exposure to loud noises over a
long period, and many other causes. If this
occurs, the same symptoms would occur as
they do with congenital hearing loss. If this
happens when a child is older, around toddler
or preschool age, there are more signs to look
for. Signs could include a child not replying
when their name is called. The child may
pronounce words differently than the rest of
their peers. If the child tumns up the TV
incredibly high or sits very close, this could also
be an indication. One of the biggest indications
that a child may facial expressions to
understand what they are saying when they are
having a conversation with someone.
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Completion of Project

Wireframes

| LoGO [ Logou

l € - Learning Lecture Forum

SNe R SBTON fedt 15 Du St GACH pRIROMe 15170 D) De s BT QU 1041 3] Lo
O e CHUTIN IRE PR L5 P 0 T TN WP SO0 IO | T OF 1N LT TES 307 PeE ) T
PR B T CaRTY cTewet WA OF TR TITY COTANY PR of Be canfs comwt —_— — —_— — —_— - = —— = _71

= ( 10Go | [ ogow |

Forum | Help

R | E

A o 1 e
|
[ E - Learning 'l Lecture } r ‘
. |

.
Usar Profile Announcemant FAQ freSmppieg aibyrirarge)

? | osnmn o0 e s
PPV e apTE 1241 3] D FUTE AN AR B 0 4w BOPW Qach calme el 1) ) tted  emaiaine  Weeen
PE 1N SN 108 300 TN W) T 00 THE S0 J0W ARE PURE L D #5 T CIT 30 ) T o0 T lsbevy v o wloez o w
P of Pe caTs cowme PO Of P ST Cormerd e 2 %e caTy -

cowvads waenst v e
e Sdor W rescebmndert &

rrpmert
Guwewrt SN wir W e
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Gantt Chart - Function

Project Phase

System Planning

Testing Phase nnd Evaluation

Research Paper

Testing

| Final repart

| Final Evaluation

E—
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FUNCTION

WORK BREAK
DOWN

Topic
Selection
[Requirements|
gatherings

Detecting the User’s motion to analyzing the learning and
testing user knowledge by quiz with motion detection.

Litrearture
Survey
Technology
survey

Topic
Registration
form

Project
Charter

Progress
Document

eprocessingles

Training ML il

Upgrade

Unit Testing system

Platform [l
modification

User Testing
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Reference

1. https://www.python.org

2. https://pysource.com/object-detection-opencv-deep-learning-video-course/

3. https://opencv.org

4. https://tensorflow-object-detection-api-tutorial.readthedocs.io/en/latest/install.html

5. https://keras.io/quides/training keras models on cloud/

6. https://www.machinecurve.com/index.php/2020/04/13/how-to-use-h5py-and-keras-to-train-with-

data-from-hde-fiIes/
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THANK YOU

ANY QUESTIONS?




